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Abstract:

This paper develops a Lagrange Multiplier
test for heterosdedasticity on stochastic frontier
models. The test is developed after a brief
description of these models and some estimation
methods.
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1 - INTRODUCTION

This paper develops atest for heteroscedasti-
city on stochastic frontier model. Heteroscedasti-
city is expected to occur because larger firms have
more factors under their control than smaller
firms (CAUDILL & FORD, 1993), what reduces
the inefficiency on the large firms and affects the
error term that has truncated normal distribution.
These authors observed some undesirable proper-
ties of the maximum likelihood estimator for the
parameters of stochastic frontier model when
heteroscedadticity is present.

To test for heteroscedasticity on the error
term corresponding to the measurement of
inefficiency, we develop a Lagrange Multiplier
test-LM test. This approach follows the same
method as the Breusch-Pagan test (BREUSCH-
PAGAN, 1979) for heteroscedasticity on the
traditiond linear model with normdlity.

Following this introduction, the second
section describes the stochastic frontier model.
The third section shows some of the usual
procedure to estimate the parameters of a linear
stochastic frontier model and the fourth section
develops a LM test to verify the presence of
heteroscedasticity on the error term corresponding
to the measurement of inefficiency.

The problem of heteroscedagticity may
introduce serious problem of inconsistency on the
maximum likelihood estimator-MLE. The MLE is
not consistent on some models that have non-
normal heteroscedastic errors but that consider
homoscedasticity to formulate the likelihood
function. This sort of inconsistency was identified
by HURD (1979) on estimation in truncated
samples, by ARABMAZAR & SCHMIDT (1981)
on Tobit models and generalized by JARQUE &
BERA (1982) on limited dependent models. Once
the dochagtic frontier model considers a
digtribution that is the sum of a normal and a
truncated normal, it s expected that the MLE may
not be consstent when the erors are
heteroscedastic. To verify this problem, we show
that MLE of a stochastic frontier model is in fact
inconsistent when heteroscedasticity occurs and is
ignored.

2 - STOCHASTIC FRONTIER
MODEL

There is along discussion about what should
be the best procedure to estimate a production
function. By definition a production function
gives the maximum possible quantity of some
output, given quantities of a set of inputs.
AIGNER, LOVELL & SCHMIDT (1977)
proposed the stochastic frontier model®. In this
model output is assumed to be bounded from
above by a stochastic production function.

YiEgx:@d+vi (D)

wherev; is assumed to be independently and
identically distributed as N(0,s 2). The model to

be estimated must have positive error term to
consider the idea of maximum. This is not
possible with an error term normally distributed.
Considering a positive term, u;, to represent the
shortfall of output from the frontier, then the
frontier model is expressed as:

Yi =9(%;d) + Vi - U (2

The error term u; is generally assumed as the
absolute value of a norma distribution with

expected value equal to zero and variances .

The distribution of the error term on (2) isthe sum
of a symmetric norma random variable and a
truncated normal. The first represents randomness
and components outside the firm control, the
second represents technical inefficiency and
components under the firm control .

The probability distribution of u; is given by
scaing down the dengity o that it integrates to one
over the range above zero. The digtribution of u is

2 1 &
f(u): __eg ug
ps,
2 _
whereE[u]= .| Zs, andV(u)= P25 2,
p p

1 A Review on the discussion of the frontier model can
be found on SCHMIDT (1986) and BAUER (1990).

2 STEVESON (1980) presented a more general error
specification where the truncation is not assumed to be
zero but any value.
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Letting &v — u’, AIGNER et al (1977)
suggest that the probability density function of &
is?

h(@ = (26)f(&™Y)[1- F(&67), -¥E&E+Y
(€)

wheres’=s?+ s?, é=s?/s?, and f(y

and F(¥ are the standard norma density and
distribution functions, respectively. Note that

E[e]=-E[u] and that V(e)=L23 2+s?.
p

Considering the distribution (3), equation (2)
can be estimated by maximum likelihood. As the
mean of &is-(2/8)"?6,, it is necessary a correction
on the constant term to use OLS. The corrected
OLS is given by using the estimate of ¢, to
convert the OLS estimate of the constant. A

consistent estimator for s 2 is given in OLSON,

SCHMIDT & WALDMAM (1980), where they
perform a Monte Carlo study of these estimators
on finite sample.

Note that one major importance of the
frontier model is the facility to measure
inefficiency. One possibility for inefficiency
measurement is E(wJ, evaluated at the fitted
value of & An estimator for E(Uu/g is given in
JONDROW, LOVELL & SCHMIDT (1982) and
LEE (1983). WALDMAN (1984) examined three
alternative estimator of inefficiency. He examined
the conditional expectation of the function, a
linear prediction that ignores the stochastic nature
of the frontier and the best linear prediction and
concluded that the conditional expectation is
preferred. The author argues that the conditional
expectation is the best because it takes advantage
of the form of the distribution function.

3 We drop the subscript i that represents an observati-
on.
* See STEVENSON (1980).

ROBINSON & NIXON (1991) considered
the cost version and introduced heteroscedasticity
by assuming that there may be factors affecting
the magnitude of &, the ratio of the inefficiency to
the normal standard error. The authors did not
consider any variation on 6. It is not clear
however, how the ratio can vary and 6 be fixed.
This is possble only if increasing one variance is
compensated by a proportionaly decreasing the
other.

CAUDILL & FORD (1993) investigated the
effects of heteroscedasticity on the parameters in
frontier regression models. They claim that larger
firms have more factors under their control than
smaller firms, u should be heteroscedastic. They
perform a monte carlo experiment to investigate
the biases due to heteroscedaticity in the one-
sided error term and observed an overestimation
of the intercept and underestimation of the dope
coefficients and the two-sided variance.

3 - ESTIMATION PROCEDURE

Before developing the test it is valid to
elaborate some comments on the estimation of the
parameters &=(3,6,%,0.%) of a linear model. The
model to be analyzed is the linear version of
equation (2), where g(x;8=Xa X is (nxk) matrix
and & isa (kx1) vector. Following the approach of
fair (1977) to compute tobit estimator, GREENE
(1982) proposed a similar agorithm. LEE (1983)
observed that the iterative algorithm suggested by
GREENE (1982) for the estimation of stochagtic
frontier production model does not necessarily
solve the likelihood equation. LEE (1983)
considered some moments of u conditional on &
that can be introduced on the system of equations
(5), (6) and (7). These moments are developed on
JONDROW et al (1982) and correspond to:
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24-29

E(u/é) = éuévé-léi = éu oq

E(u%/8) = 6,26%(0.2 - 8E(W/8)

4
©)

where 6*=6,% + 6,°. Considering ainstead of i and after some algebra:

finL_ 1 ¢

B — (e+E(u/ =0
o szgx(e (ule))
ﬂ]ﬂL 1 o

-=——a (E(u’/a)-s,)=0

s 2s, a1

finL 1

2

ﬂSv 2Sv i=1

An explicit expression for the variances is
obtained from (7) and (8). Equation (6) can be
understood as a modified lest square. The
procedura is as follows. compute equation (6)
with the variance caculated from (7) and (8);
proceed with new interaction and continue
computing until convergence. LEE (1983)
adverted that the Newton method is faster. Note
that some robust estimator is necessary to avoid
specification problems” If the model is not well
specified, that is, if the model does not consider
the presence of heteroscedastic errors when thisis
the case, then one may not initiate the
computation with a robust estimator. It is then
necessary to edimate the heteroscedastic
components.

On the rext section, a LM test is developed
to examine heteroscedasticity on the stochastic
frontier modd.

> AMEMIYA (1973) develops an interative method to
estimate the consistent parameters of model with trun-
cated dependent variable.

©)

(7

A(e+E’/e)+2eE(u/e)-s,’)=0 ®)

4 - LM TEST FOR
HETEROSCEDASTICITY

To consider the presence of
heteroscedasticity, let g(x;d=Xa be the linear
version of the stochastic frontier model®, where X
is (nxk) matrix and & is a (kx1) vector. We use the
same specification for heteroscedagticity as in
BREUSCH & PAGAN (1979), in which
heteroscedasticity is introduced assuming that
6.5=h(a:+z'a.1)= h(z'4). a, is a (nx1) vector of
ones, &, isa(pxl) and a isa((p+1)x1) vector and
z is a (nx(p+1)) matrix whose firgt column is a
column of ones. The function h(} is assumed to
be twice differentiable and z may include some
elements from X. The MLE is obtained by solving
the following system:

® Note that the method used here is valid for the non-
linear case.
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T"nL:é 1 37( +éng)_((sui 1 ) (9)
ﬂb izl(Szui+Szv) I i=1 - va’Szui+Szv
MfnL _ é'gl 1 . é’nl 1 2
= e
ﬂsz i=1 Z(S 2ui-'-sz\/) i-12(S 2ui+82\/) (10)
on Sui(Szui+ 28 2\,)
+ a. 3 2 2 3/29e
i=1 2Sv(S ui+S v)
finL h¢ 1 1
—:é_[_ 2 2 * 2 2 ez
ﬂa i:l2 (S ui+S v) (S ui+S v)
(11)
Sv =
) S ui(s 2ui+ S 2v )3/293] o
finL finL
Note that isa(kx1) vector and that ﬂ_ isa((p+1)x1) vector.
a

The null hypothesis of homoscedasticity
isHo:&=..=4,=0. In this case 6,,=h(&)= sZ.
Under the null, the restricted MLE must satisfy

equations (6) and (7) the following restricted
value of (8):

finL _ h¢a,) g 2 2\ _
- - - E i / - u i—O 12
fa 2s. ia:_l( (u'/e)-s.)z (12)

N

Let d=(TlInljé) describe the score vector. d
patitoned as d=(d,,d,), where
q =(bs’,s’@,)). From the congrained

is

ML, we have that aql =0. Let aa be the score

vector evaluated under the restriction of the null
hypothesis. Let now | be the information matrix
partioned as

_ gqfh |q1a lfl
=8 | u
€ am aa U

The LM is defined as:’

A REA A~

LM =dd ds (13

"It is assumed that there is no misspecification on the
error term distribution. See appendix for detailed cal-
culation.

802

where | * istheinverseof | .

The high non-linearity on the distribution of
the error term makes the computation of the
information matrix very difficult. It can be seen
from the appendix 1 that the expression for
E((MInLATIe)({InLAIe)) has a difficult form to
compute. To obtain such terms, it is necessary to
evauate E(&), E&), Eg), E&), E@&), E&),
E(&), E(&3), E(§4), E(&&), E(&). Instead of
getting expected vaues, we compute the
information matrix without expectation®.

~

| = é. Qigic

(14)

where g is a ((k+1+(p+1))x1l) vector
corresponding to the first derivative of a single
infamation (observation) of likelihood function
evaluated at the restricted MLE.

ébu b1z b13l:J A

~. € u Q.. 1. y

|(é) = @21 b, b23|;|: ?iqﬂl qua l;l (15)
e u g anl aa H
@1 bz bzl

8 GREENE (1993) argues that this method produces
values closer to data. See also the discussion on
DAVIDSON & MACKINNON (1993).
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where b33:Taa . The value of each element is
given in the appendix 1.

The LM test can then be evaluated from the
following formula:

— hqéo)z S ~2 (A ~ 2 ¢
LM =200 1 8 (E(g/8)-8.)z]
4Su i=1

X[ faa - IAaCIAlIA(-TIAlIJIAlIA(ila] (16)
X[ A (E(a°/8)-$.2)z]

i=1

It is expected that this statistic follow a +*
distribution with p degrees of freedom.’

Unfortunately this is a very expensive test.
Nothing can be said a priori about the diagonal
form of the information matrix to smplify the

inverseof |, .

Note that this test resembles the value of the
traditiona Breusch-Pagan test, where the
difference comes from the last term of following
expression:

qinL h¢a 3
@ = 2 2¢+0)2 )zé. [-(s%+s%)+ e’
s%ts?) 1
Sy
-s (s%+s? )1,2ge]zi¢

The last term expresses the influence of the
truncated part of the error term. BREUSCH &
PAGAN (1979) argued that their test is very
simple, one needs only to compute values from an
OL S regression and evaluated the test. However,
BREUSCH & PAGAN (1980) suggested that
when the MLE estimator under the null involves
non-linear form, them the attractiveness of LM
test seemsto disappear.

Note that the high cost to calculate the LM
test proposed arises not only because the LM
statistics is difficult to calculate, but also because
the computation of the MLE is very expensive.

%It can be checked that the test isinvariant with respect
to the functional form of h. This is done decomposing
the determinants and eval uating the test form.

LEE (1983) proposed a method to calculate the
MLE by interaction. To simplify caculations, a
C(dtest can be used instead of the LM test. Such
a test demands a consistent estimator under the
null hypothesis. The consistent estimator is
obtained through OLS. In fact, OLSON,
SCHMIDT & WALDMAN (1980) described in
their monte-carlo study about three estimators of
the stochastic frontier production function that the
corrected OLS is most efficient on sample smaller
than 400. Even for higher sample the additional
efficiency of the MLE may not be worth the extra
trouble required to compute it.*°

The formula of the C(&), that has +
distribution with p degrees of freedom, test is
given by

C@= (0, Taal wdla) § (G5, Taalace)
Where q, isthe OLS estimator.

5 - CONCLUSION

In order to identify the presence of
heteroscedasticity, a LM was developed.
However, no smple test form was developed
given the high non-linearity of maximum
likelihood function. Given the computationa
complexity of the MLE, the C(4) test seems to be
a good aternative. A different approach to test
heteroscedasticity is found on the information
matrix test for misespecification developed by
MALLICK (1994).

We did not consider in this paper the
possibility of the MLE be inconsistent. Many
authors have identified the inconsistency of MLE
on model without normally distributed errors.
JARQUE & BERA (1982) argued that violation
of homocedasticity on the peculiar nature of
limited dependent model not only makes MLE
inconsistent but also makes tests, as Breusch
Pagan, not applicable. As the frontier model
consists of a particular characterization of the
error component, a mix of norma and truncated
normal, the misestimation problem should be
present under heteroscedasticity, of the
asymmetric error, using a maximum likelihood

19 Their study does not consider any sort of heterosce-
dasticity.
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approach. We let the analysis of this problem of
inconsistency on MLE to further research.

Resumo:

Este trabalho desenvolve um teste do tipo
“Lagrange Multiplier” para testar a possibilidade
de heterocedasticidade nos modelos de fronteira
estocéstica. O teste € desenvolvido apds uma bre-
ve descricdo das caracteristicas desses e de alguns
método de estimacao.

Palavras-Chaves:

Modelos de Fronteira Estocastica; Heteroce-
dasticidade; Multiplicador de Lagrange.
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APPENDIX 1

The information matrix | (b,s2,a) iscomputed as:

s . .
A ‘HInL.ﬂInL. o InLi JInL; oﬂInL.‘l]InL.f
ga a—— - a—— u
& 'ITb ﬂb' b 1132 ﬂb 1Ta*(J
é A A A ~ U
.+ & finLi finL 08?1||_9 oﬂInL.‘nILu
1(q) =8 ~ x ac— + a—— U
¢ Tsi Tb §1s? 5 fs2 fa*
é a
§ A N A A L:j
e, ‘HInL ﬂInL. o TInLi TinL; o TInLi TInL; Y
Qa a—— n a—- —U
& ﬂa* ﬂb fa* qs? Ta* fa*
In smple form we have:
.. &y by bla‘
I(Q)_enlz 22 23u
gJJS b23 33H
Where:
1 s N \2
b11: A é§'+E(U/ei)l:| X|X|
(52)2 8 H
b, =— = é_gelz+ (u /e)+2e E(u/e)- siﬁ%ﬁé(u/e)gxi
2s%(s2)? € i
o h'a,) » Seluz/e) ", 06" v
13~ A A aé u /€ 'Suug| (UIQ)HZ X'
2s%(s2)? ¢ u
1 A U
b, = —= aee,+E(u /q)+2e E(u/e)
40t ¢
=) 88 se ) o2 e e ) 2 Eure)- 521
Ks?H?(shH?® € ue u
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with:

E(u?/e)= Asﬁ - ggi- eElure)?
s2+s? 2

u/e

-
-
“O?B
ﬁ
o

Note that v g) = @
n

The detailed vaues for each component are given as.

AllnL, 0 (0) 2 212 '
ks Elu“/e)-sf|Z 2z
S~ et EVIe)-silzz
:2( [s s2sg?- 2% e0 +sise’- 23 s%g, +25 ise +sis|Z,Z
S ¥ 3

ﬂ:]nal—i ﬂ:?bl‘ = 23(?03 [E(u /e) 513 +E(U/Q)]Z'ixi

( 2o 2 2c 4 4 A
- h(ao) e avsu _Svsu +S_u_529
Zsfsj@'ész s* s* ¢

3 5 .
® s .S $.s20 ol
2 Y
+eigi _ V3U +2 VSLJ:_|_ei _ 3JZ
S S [}
L. &
nL o
> L = (u /e)+ 2eEu/e ]
s, & 4s,
A 2.6 2.2 2.4 2.3 2 =
— 1 e2$+25vsu +ZSvSu_ASvSu_ZSvSu_ASvsu_2529+
- 8i€i 6 2 B 4 4 - 2 v =
5,8 s s S S S 3
&® 8 4 2 4 ® 6(':') P 3a5 S3S3 S3S3 s3S A
+¢ S“+2—-4S—;+4—4_+a5 “ 422 24eg —ZSV‘:'” +4C 42 4y
S S g S° g S S S 5
3 5 7 3 4 2.6 2.2 2-4 A
o]
+e|3giai 8SV§U +4SVSU +4SVSU - zsvju - stiu +8 VSU elzg?%vseu +4SVSZU - 4svju:+
s S S S S S gs S
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@ys; 4,580
+§—4' Sy~ 2=
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